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1. =X g2 A =3

1.1 2H HE (Challenges in Current Ticketing Systems)
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1.4 7|0 |1} (Expected Benefits)
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Managed Instance Group (MIG)
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3-Tier Architecture for High Availability & Horizontal Scalability
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221 ZEEQAE AE (Presentation Layer)
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222 OiEe2|# 0] AE (Application Layer)
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« RESTful API A|-&:
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MM 7|8k oIF 9| SHAE 353817 s IWT(ISON Web Token)E AtE3t0] 2t 289|
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2.2.3 HIO|EHHH]|0|A |Z (Database Layer)
7|& AEH: MySQL (Cloud SQL for MySQL)S 34 RDBMSZ At2stCt.
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Cloud SQLZ #z|d MH[AZ HAZZHEH), At MY, 97| ©& =X|(Read Replica) 7|5
2 M3%t0 DB 2 EXFHES X Asptot

MySQL2| 74115t RDBMS £4S & E[ZE A|AHQ Sy @Al OO FAd X
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2.3 Y ES|3 O}7|E|X] (Network Architecture)

GCPo| HHol HEYR 7|s& 280 238d, 45
TSt

2.3.1 VPC (Virtual Private Cloud) T8

VPC: football-ticketing-vpc

Subnet: default (10.128.0.0/20)

Region: us-centrall

Purpose: VM QIAEA HiX]|

=78 o[o: vpce AelE 7hd HEYIZ dS M35t 2|

sAE EFoC B 2T MEUE FE5Y XFH

SE9| =E510 gk =HEof| Cfd|stot

Firewall Rules (atH &)

1. allow-http (TCP:80): 2/F0|ML] HTTP TFZ2= &%t

2. allow-https (TCP:443): 2|F0|AM2| EOF HTTPS 2= S{83tH, Cloud Load Balancer?t
ASSH SSUTLS Y= oE X 2[otrt

3. allow-ssh (TCP:22): #2| ZHCE E7 Ip HRO|MTH QAAHAO CHSF SSH HEHZ 3

8otCt (2ot Z3tE ?Ish 0.0.0.0/0 CHAl CIDR HMBH HE)
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4. allow-internal (2 LHE Ez{fE). vPC LHF Q| 2|aA ZHO|: App Server <+ DB) S4I2
et W2 E2fEES {82ttt

Cloud NAT (Network Address Translation):
1. 92 vpC LRl vM QAEATE QI QIHUo=Z OFRHIZE AHA: 2F APl 2F,
Ii7|X| YHOIE)E & & UEF SFME, vM AAEHATE ZO IPE 7HKIX| RES o}

of Hore st
2. 7|2H 29| o= OiZ2AH0M ASBO| AR =2REH XY ML= AS
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232 EEHHE-IA—' __rl)gl
1. EF®: HTTP(S) Load Balancer (Global)

\J

| AFEXHOA XXl & AlZH2 MSTHCH ESF Cloud Armor2t 22 O MH|ARLS|

£ oo 22Y 2L WAME ASKIOIH YT HH S I, X2 Koz &
sl s€
S3t0| golsic

ZEEQCE p: F EH IP (136.110.134.8)
7|1&X olo|: IHE Ip FAE AMESI0] DNS HTE 2| U Woty MY Al HoHE &
o|0, HEHQl MH|A HZHE HMSeHct

HHAIE M H|A: Managed Instance Group (MIG)
£ 2|9 MIGE Auto Scaling 7|52 HMESIEE, EE WHM7I EfEE 24t O
FUSHA &Y /makles AL ES EHUCZE X7Fotnt

YA XA (Health Check):

ZZEZ: HTTP

ZE: 3000 (Nodejs OiZ2|#0[Mo] ZZE)
« 4EZ: /health

« 7HA: 10x

« E}YOFR: 5X

o Hd dAIZE 23

o HEY LAZL 32

71$% oo WA HAL UACS MHo 184S TEs #y Q0T FIIHe 2
2 Sof fE2H0lM0| YHHOR SEHER| HOISHD, BRI7F WA AAHAL FA|
ERfT 24 ChNOIA TSSOl MHIA B HotS YRlgCt

233 Hot OF M7 (Firewall Rules Detailed)
GCP ot A2 HESRA EotE Fo5ts dld 0|0, 2F SH4228H W§ ¢
HAAE Ho57| Qo X[ Mot A& (Principle of Least Privilege)Ol 2t ASHA 2
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allow-Ib-to-instances

aA 2EMBEAM P B9 (130.211.0.0/22, 35.191.0.0/16)

o Ofj&: QIARHA OF

« IE: TCP:3000

o =H: 2R AFEAIel EEfHo| =2E HIME
SOREF 5{&%tCt 0] 2o 2= 2F F

allow-health-check

o AN A KA P HR (Gep7t Helst EF HR)

o Ofj&: QIARHA OF

« IE: TCP:3000

o =N 2L WMol PA NI Z2ETF QIAHAQ HEfE ol = UALE S8t}

of FE2 MHA 784 KXo Lol

&3l Node.js OfZ2|AH 0|4 ZE(3000)Z
2 KEHEICH

M

allow-ssh

o A2 0000/0 (B2 SH)

o Oieh 2= QAEHA

« IZE:TCP:22

. BE QAHA Ma| U CIHYS Y3 SSH LS SIBBCH HOH LS o AN 2
g 2P0 22 pE 2FEHS 1 1P iYL= HSHSHOF St

71ad 9o BE QAHAL QEHZHE XF HTTP/HTIPS ZEEZ JiWs|X| %1, X
GCP ZE HMBIMe} P& HIA AL”-TO| Hola ZEZ HIY & A=E Loz 23
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2.4 HIO|E{H|O0|A MA (Database Design)

7h8 #aNel FAel HojE FEEn SAIE XMElE 2F07| 2l
Srete A 22S 7|EeZ HO|HH|0[AS EA ST

ERD =4: A|AB2 users, matches, bookings Al Z7FX| a4l AE|E|Z F+MEH, O|F2 1:N
LA (AFEXREOOH, Z7[:.00hHE ZHRICE £3] bookings HIO|&22 ArEXb(users)2t 47|
(matches) HIO|E2| 22 Z|(FK)E &=, ofjoje| RIAtd(Atomicity)2 E&dts Y 9

STt

—

ot
mjo

242 HO|E &M HA (Detailed Table Schema)
HOIEIHO|A HIO|lE2 SAId MO X d& ZHHIE ¢l Ay Hof =S =Zesto] &
ATt

users HIO|E2 (AFEXI HE 2t2))

-- berypt 8Al

o

created_at TIMESTAMP DEFAULT CURRENT_TIMESTAMP,
INDEX _email (email)

. id (Primary Key): AbEX} AHZ 2ot 7|2 7| (PK)0|D1 A& S7HEt
2. email (Unique): AFEXF 2101 IDE AFEE[D, 55 7IYUS LX|5H7] fI8H UNIQUE H|<f
z0o| 2FELt



3. password: 2Ot 43S 2[sl Y E HIH
=2 ARSI 2B SHVARCHAR 255)E]
4. created_at: AFEX} 7t AlZtE 7| EotCt

k=) rE
Eﬂ
E
o

JECIMAL (1@,
EMUM( 'u g', 'ong inis ', 'cancelled') DEFAULT 'upcoming',

1. available seats: I Z7|Q| Zto] ZpAM 22 KMESICH E|ZE A|Z A O] WEQ| SA|M
o7 A|l2" 5 R He-o| 0f2 S50 (H|2H&/S2tA 2fo| o &
2. status (ENUM): &7|2| &ixff &E{jOIE, 2 &, TE, FAH)E 225t ALBXIOA Ee

ot BEE MSota H=LHA 24 271 o1|'3H ts F)22 AHEEILt

—~

 AUTO_INCREMENT,

confirmed', 'cancelled') DEFAULT 'pending’

2) NOT NULL,

.- == oo} wx

(match_id)

1. user_id, match_id (Foreign Key): ZtZf users@t matches HIO|&2 & =st= e 7|2,
HZx FZAY(Referential Integrity)s E2SHCH
seat_number: Of|Of =l XA 5 (0f: A10, B15)E XMLt

booking_status (ENUM): O|0f &EN(CHZ| &, =E, F2)E 7IF5IH, 2 ds THAOIM
pending AlENE 2510 Al ZH4 HR(Seat Hold) 2Xg FHSE § Bxo|T}
4. UNIQUE KEY unique_seat (match_id, seat_number): O] 5% FL|3 QEAE S ZA7|



(match_id)0| CHS =Y ZHAM HZ(seat_numbenZt 55 O|0jkl= A= DB oA &
MHo=z XChote 7t Z8ol sAlY Mo FX[0|ch

243 QIEA HM2F (Indexing Strategy for Performance)

280 HolE =22t sAld MO E fISi Ctaat 0|

idx_email: 2321 X ALEXF 215 Al email 7|2

S5t Q1F X|AHES E|A3totCt

idx_match_date: AF2XI7F A7 ™2 7|82 EE2 =Y I match date 2EE

Zigte 2 HM ol HE S5 ShAZID

3. idx_status: =& X AMEXL QUE{HO|ANA ‘upcoming' A7|2F 20| AEfE A7 ZHEY
A 3| L YES E|Hatotrt

4. idx_user_bookings: AFZXIZF XtAIO| Ofj0f LS 2tolgt If user idE 7|EICZ 3F =3
£ 5 SOt AMA BEE 7HM Tt

5. idx_match_bookings: & &7[2| ofof Hgho|o| OtE M FE)Z XY M
match_idE 7|92 ot Z3| £ & Z[H}510] HAIZH 24 UIE X[ &S}

6. unique_seat: 7 L%t SA|Y MO QHAO|C bookings HIO|E0| O] E8 QHAZS
HEEUCEMN, OHEZ(AHO|E ABoM LM £+ As FXHR 55 oo LFE GO
Ef#[O] & QMTl +=ZF0 A X|SH0] A|AEQ| 4l 2|d(Reliability)**S ZH=E ST}

ol =
HFE AL X Z3(lookup)E XA =2}

=

N

3. Public Cloud 7+¥ 4M| (Public Cloud Implementation Details)

3.1 A #2| (Resource Management)
7189 8 Egjy EF 82 sl Compute Engine 7|¥2| Managed Instance Group
(MIG)E2 Sel2z XRE e[S, 1aC (Infrastructure as Code) #A[0f 2} &E 3 totCt

3.1.1 Compute Engine QIAEA M (Instance Configuration)
OfEZ|AH O MH= ndsit HE 8dE SA0| 22{5t0 E2-Micro M4l EtYS 7|tt
o2 Fgstn, eHEHQ 2 2EE2 *ISH Ubuntu LTS TS {EHSHTH

A

QIAHEA BIZEl (Instance Template) A



football -app-template-vi
& EtRl: eZ-micro
CjA3
o|ojX]: Ubuntu
37|: 10GB
- Ejel: EZE 97 C|A3
HER= -
- VPC: football-vpc
- M=4l: web-subnet (asia-northeast3)
- 9|% IP: YAl (Ephemeral)
HIEHGH| OE -

artup-script: OiZ2/3H(0|4

A EFY (e2-micro): E[ZIE OfE2[H 0| M2 Nodejse| Hl&7| 10 22 EHEO0| CPU
of =7l M0 g2 A1 XNe|7t 7tsdt2g, HE &80l E2 Al2[=2] Micro Ef
2 X7| Rz MESCE EgfE FI7H0| M2} E2-Standard S22 A A 0lEY
o

MOl Ubuntu 2004 LTSE MESIH, C|lA3 /0 20}
g0 M0|E2 HF F+ C|ATE AMETICH 10GB= OfE2[A0[Md & 7|
o

Mo rr 4T 4> @ U 2

w
e
[m
-0

(3 A A |IP: VPCRt A EUE football-vpc2l web-subnet (asia-northeast3)2 2

Hstof, OfE2|AHO|M QAAHATL X|HE 1P C§(10010/24) WOl HHX|Z| =& oot &=
AIAEAQN Q& IPE FOHX| %0 UA|(Ephemera)2 TSI, EfEH2 2F

Cloud Load BalancerE &oiAMEH LHEHCZ 2tREEEE St HESA EHotS 43t
otCt

4. MH|A AE A Aok OfE2(AH 0] ME{ZE Cloud SQL R 7|EF GCP AMH|A0]| QHHSHA|
H25t7| 2/l Cloud SQL E2t0|HE % Compute Engine 97| #oHE 4% XA Aot
o MH|A AES LICt Ol= 2ot Ao Fetatct

X

rot



# :';:' |
/setup-1ins

1. 9g: 0] 2A3EEE QAHAT 2EE MOiCt At522 HAE|0 OfE2H0|HE =7
oSt AZSHs dgg oI Ol MIGZE MER QAAHAS MEMS I MH[ATE X}
S22 AMEE[= O E=Ho|rt

2. XS AIZ: Nodejs OHZZ|HO[ME #I2IRE ZZM A (npm start &)2 AW MH|
20| ASEE =T}

3. BLIHE &g QAHEA o] MM ZLEHZEZS 8l setup-instance-monitoring.sh 2
AZYEE Yr =2 HIWSEA Cloud Monitoring OO|HEE HX[St1 AlA"” XHE =%
St & g otrt

3.1.2 Managed Instance Group (MIG) 7’3 (Group Configuration)
MIGE D7H8Y, XI5 237, X5 =&l 8y Jl52 MBI, EAY A2yl =y
Z30| tiet EFEHQ U8 58S =HEo

72 23

football-app-group-v2
asia-northeast3

T
football-app-template-v2

1. 2|™: vPCc MEUIIL 5YSt asia-northeastd 2| M0 MIGE HiX|SI0] HEXA XA AlZt
Zlazpsta 2[F ZH OOojH ©E HIES Bt
/E[T] QIAEA = E|A 2740| QIABMAS RX[SHY HYAME 17t8d
, Z|Ci 5702 H|otSto] Oof &K Roh EfE = Hi
FXISHCE X|OiX|= 85t HAE ZOE 7[Hte=z Rt
3. 2Ct2 7|7t (Cooldown Period): QIAEA ZHE & ChZ AH LR O[HIENX
| ] e

7| AZHE MAHSICE O]l A|AEHIO

=2 = O

N
T L bt Mo
k>

0



gotd, HF WA AAHAZS WE/MAHSE S8 (Flapping) dids ERI5H0] o
el

RLEAAH LYY M (Auto Scaling Policy)

CPU AFEE (Target CPU Utilization): OfZ2|#0| ME{ 2| »*CPU ALEE 60%**E
AXSICF O|= ME{7} 2O ASS W7| ®Mo| 0|2 2|AAZ $HEI0] AL}
XS E|Fo| AKX O|Ct

o
X CPU AFREO| 60%E 182 0|4

|0
u

40 w3 sjo Mo nx

r% ne N
e

1

w
JEH > 2> > oo N o

ZZ74: CPU AHEEO| 60% O|THRI &FEH7H =
AHY Q2 AAHY OFRELC 2N 71 oYt TS HESHY,
S

= =
FOIAEA HAHE LXStD MH|A HEES STt

—

OF

O

N
— Qo — T o
o o

G B oo 2 X ooh MY
ot m
M
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k>
b
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313 RLEAAHYE = 2| (Operational Dynamics)
MIGS| RLEAH Y =7t E[ZE E2fHo| Cioh A|A-Ql EEEdE HY
Fe 84 o7

on
o 4
bal
rlo
2
A

A2t BB AEH EH 3} CPU A2 E QIAEIA 2 Ay
Ao OIAEA
PPN oLy 30-40% 274 It FX5H &
3 HIE XAz}
27 o
R CPU 70% (1& A X|(60%) =1}
231 37t N ( 70% 27M (|:| )u o
NES) ZX 81§
x|
E il ==
ALY OFR Al | M QAAEA A _ﬂﬂ K;,‘;(j:
=t A A|EH i 2-37H tiet ==He
= e 2= HhS AR
60x 2 A7 O 2| 50% 374 L2 717t =




M2 QIAH
L0 B E 2
AFSHO] CPU A}
8 T3l
Egjgo] X|&
CPU 65% (12 Hoz R{YE
. 65% 3—470 o
N of o oat
=t =
27 o AA
CPU 40% (102 X| O[2to[Lt, 10
N 40% 47| L N
SED) = oHd3t 7|7k

CH2|
erg=t 7|zt

I
N
I
Ot
ol
M

I
_O'_I-
N
5

102 & AL QI ME | 50% 4—37|

Of
2
o
Pt oo mn of

3.2 HES3 2| (Network Management)
AMAEIel 1718 dat 8 d52 =M=dt7| fI8] Cloud Load BalancerE FHCE Erf
o Me2|E zHects oM HESRA &2 MERS s ot

321 EEMAHAM MM 74 (Load Balancer Detailed Configuration)
Cloud Load Balancer= AM&AF EZfEo| X ZIUF 2N, HEHHQl dsut Hotg AHEHS
£ dY aaolct

IP HH: IPv4
=41 136.110.134.8

1. IP 24 (Static External IP): 136.110.134.81} Z+2 ™A Q& |pE &Edsl0f DNS B ZE
Zelel g MeE it

2. Z2ZEZ 9 ZE: HTTP@B0)E AMESI0 EfiEE =4A5t0, MX AMH|AE HTTPS(443)
S S0l TS ASME FEotl, 2E BHMOM ssL LERTS AT HAL Q1A



football-bat nd-service
==: HTTP

Erlof: 3

MM mLE| ;

football-app-group-vZ2
UTILIZATION

5lH, Nodejs OHE2]

ofct

0

o
=
F 2 Elf(Stateless) OH7|HINE [{X|tCt Ol=

—

USRS 8oz MFO, 24 20| OfF QIAH
x| MY ME| e e

0

Sostetct
WAl @E (UTILIZATION): BHQIE QIAEIAOl CPU AFRES 7[Hto2 EffElg 24t
H

StH, Z(Cf AFBES 80%=2 2°85t0] M MRS5S DA XSt
YA M3 &AM (Health Check Details):

cotball-health-check
HTTP

M3 ZtA S ERORR: M3 ZH4 10, EHYOIR s TOf A £xef HE/I #
St AtOlo] MAESH HdES Mottt HIEY YAUS 32 gdf 2z 285100 AN
ol HEHR ZM= ot 22t QAL AZ|S LX[SHC}

C

e o
8Y ZZ (/health): OiE2|H0|M MHE 0] Z20f
S MM S HES

o
)
(o)
I re
1l

Z2 JHi, =22 M8
2|y AT dSet

Hl
oot
_0'_|- —
olo
L
o
R
Okl
Of
2
ro
|>
rm
|>
1o

—



322 EgfE 24 LNE|E (Traffic Distribution Algorithm)
H A

|
Aol Fof Jati EMME E40| w2t Egfy

225 Z 8l (Round Robin) &4

A A2 QOIS X

L o

el S0E 2FS AL QAAHAN =MUZ ZSOHH wshks 7t

ojct
xg: M4 A

"l 2= @M} Zp AAHAOL CPU AL = g2 =5 AT
o7 H2 QAAEA O B2 ¥ SH2Z dYsts WAO|L

AMAIZE =H: football-backend-service?| &AM o
A

CPU AFEEO| 50%¢2! OIAEMOH— 70%_I

3.2.3 MEY T4 (Subnet Configuration)
YEQT 2ot 2laa 7+ B4 KNS
of vpC &2 EAIBCt

1. VPC AMEHl AA (VPC Subnet Design):

Subne
2|7

213l web-subnetdt db-subnetZ




1. 2| €X: B2 MEUZ asia-northeast3 2|0 HYX[SIY, vM QAAEHALRL Cloud SQL
te| HERXT XA A|ZH(Latency)S ZX|A3tSHCE

2. IP HR|: /24 THF S ARBSIO] ZF MEUI0f| 256702 LR IPE 2ESHD, Ol X Al
B 2o AAEA 5THE SES 801 e HYES S O LS ETL}
3. Z2t0|8l Google HMA: &= MEU HE 2431510, VM O.Jﬁ A A9} Cloud SQLO| 2|

L

|
£ 1P 810|= Cloud Monitoring, Cloud Logging & CHE GCP AH|AQL QEHSHAH &4
g = AT oot
4. MEUl 22| MEF (Subnet Separation Strategy):
web-subnet (10010/24): VM QIAEHA T EO| HiX|ZH, EE WHAMe AZL

Qe QIEYl EZfmZ $=ASICE HotA QB HO|EH0|At S22|Hoz 22|
R ASS ddoint

db-subnet (10020/24): Cloud SQL QIAE AT} HiX|Z|HH, Z2tolHl HEQIDH 3L
St oF QU HIZE2 2AAHS| ALHetCh Ol= DB QAAEHATE QR0 LEk=
A2 ot =0 £=FO| MO Hots =2ESt= 4] TEFO|C)

il

5. 1P T4 g2 M2F (IP Address Assignment Strategy):

2|2 IP:

S EiE M ;

".," 1,.1 |;_'|| |I:- A

__IL”:'\“r'\TlhlJ- THE &

=

=

= G e Lol vM QIAEIA(1001x)2 Cloud SQL(1002y)0ll LHE 1P7¢
& ZEEH, O] AHE IPE Solf OfE2[AH 0| Mu{et DB 7He| QHHSIL HHE 4l
SH

o

o L=



3. HE®IR &4 #Z& (Network Communication Flow):

WAHN = LHEEHSZ
CtA| db-subnet LHQ|
TEE 7 =2 A

Cloud SQL “EPO|H' IPE LH$ %ﬁ% ol HO[Eof Fetrt O
235t §4 F25 XHetettt

3.3 B9t A% (Security Configuration)

EIZUE A|A”RIQl SHAM Q400 AMEAL 8l ZX 2 2T E sl IAM(Identity and Access
Management)2 &% #ot 22|2F WalH H2S ot HERA A E2E HXD| oot
3.3.1 AMEAL HH 22| (IAM - Identity and Access Management)

XA Hote| AE|(Principle of Least Privilege)Ol [zt MH|A At AFEXL &2 22(5}
of HQH Ao R[S ZQICt

AE: football-app-:

stanceAdmin. vl

wring.metricWriter
d '." 1

1. g &Eho| o[l o EZ|A 0 MHIL AFESH= MH|A A0l QAHAE H2[5HA

f, Cloud SQLO|l 1AL, A|AH 20| ERst 21 8 ZLHEY HESE MES=
F|Aoto| " Hotdt 2O EIC £3] roles/compute.instanceAdminvli2 MIGS| Ats =
- A #2[of RS, roles/cloudsglclient= DB &% HOtS flIsff E+HO|Ct

-



2. AH8XF gt 22| (User Role Separation):

cHAlRS B2

A B AAE B2l Y, 29 HEE | 2T QTS Hojslol, AUt =
254 HOIEHOIA 1AM FMS +HSIIL, SYXIH RS HEss S W WIS
4R[St

332 Y E®3I EQ (Network Security - Firewall Rules)

VPC WBtsie OIAEA 2ol X WA WoiMoln, SR BE HIS AL YA
Moz 5|88 EALD B8 so|EalAE T YU Mgt

1. allow-http-https (2|5 ¥ HI):

2% 9% QIEY ETO| RC WANEZ RYUEE HS O

o
BATE ot 2E #EM XML O] ZESS ALESIEE &I



.0/22, 35.191.0.0/16 (GCP

nE OF

HME oA B2 2F FZE AHdts

3. allow-health-check (&2 |3 Z=2H):

allow-health-check
|i:l| : E_l A

ap@

55 GCP A HI A|A"O| Q
o 7% 8l0l= 2= #EHMIt 2
QUEt

HAol HEjE FIINOE Holsts =TS sgect

—

HAZE UNHEALTHYZ TGRS MH|AOA HQiE =+

4. deny-all-ingress (X|& 75




A AHetol, 49 FHAN FAHOR HEK %S 2
= 23t 0= 2o HMO|M Deny by

(Database Utilization)
3t OOl fZ242 Cloud SQLe| 2&XQl gt ofE2|A 0l AS
oMol x| XstEl 28 TE oo Z2FECt

— =

34 HIO|HHO|A 2HE
.|

E|ZUE A2ESf

3.4.1 Cloud SQL 78 (Cloud SQL Configuration)
Cloud sQL2 &2|d MysQL MH|AZM, 17tE8gut WY 7|5 Sof HO|EH 0|~ 23
o eHgdE =Cliztotrt

1. IAHA HFE (Instance Configuration):

"= fﬂﬁtbﬂll—db—inftﬂﬁee
Cl| O E{H| O] 2

(Point-in-time Recove

3. 718 g9 Z=HM ZFoM= s 57 X FIH 2EE G OE 9
(Multi-Zone) HA 88 X2z N850 Xt& To| ZX|(Failover) 7|52 =ETICH 74
% SE0M= HE 28dE o oY 92 A8 = ULt

4, Al EtQ: db-nl-standard-12 A|ZIE o2 HtslH, cpPu O $£ECH= H22| 37|7}
DB 450 O/X|= 0| 222, RZLHE S Sl ER Al HE2[7F O 2 Kl Ege=z
SHAMSIC}

5. AEE[X| 5 HQl: SSDE AMESI0] &2 I/0 962 ¥ESIL, A& 7t 7|2 43
St AE2|X| 2Foz Qg MH|A FTHhE WX|StCh HHO|H2] 2 (Binary Log) &d2t=
XAl Moy &4 Al £ AH2E =7 (Point-in-time Recovery) & = U= 7|52
M35t HojE AMz|dE SCistetot

6. @2 A7 (Connection Configuration):



1. 1P B2 MO I{E8 IPE HIggetstn =atolsl (pRt 2d%tstof O| O EfH| o] 20f TSt
9||=| OlF 4l MaS sgpt{x—i o= KJCHSICH O|= DB EQHO| 7}E 72Xl QA0|H, VM
QIAEATL vPC LR AMEYS SSHA T DBO| H2SH= S A A STt

2. SSU/TLS W SOl HERA: e AZ0f SSU/TLS L3tE E+=2 HEt oY H
s & 2LE 342 YRAoin, SelE HER/AIE vPC UiF(db-subnet) 22 oHE5I0]
g SHE Lottt

3. A& & OfEZ2(AH 0[N MHeto| 28Xl 2lanr ZRE fI6H Z(Of HE ==(10071) E
2350, Ry AZS Eelsts| fIsh AZ ErotR(30x) & HETHt

3.4.2 H|O|E{Hf|0|A %[H3} (Database Optimization)

Nodejs OfZZ2|AH 0| ASZ0Ml =ZatHQl HO|HH|0|A &#82 SAE X 312 X ds

hatof A AECH

1. ¥Z & 2| (Connection Pool Management):

env.DBE_NAME,

1. ¢4 29| 92 Egjmo| £33 mjoict pp HZE2 M2 dddte QHHEE =0|4,
MEZt SAlO| M2lg = A= Z[C DB HZA =5 TH2[sHC}

2. connectionLimit: Zf VM QIAEHAG X|Of SA| HZ =1071) & HMHSH0, oL elA



M

HAOM HYN FE2 ot=otA ERSHH CHE QIAEAOl DB HZE2 YUs HYN
1z ZHE YRSt (MIG E|CH 5740|222 MA| X[ 5074 SIZE ALE)

3. queuelimit: 0 (FAMehez 4785t AN EO| 75 NS If Q™S EESHK| %10 Cf
7|80 Aotz EM TAl = AZO| SHMEH XNe|x[=F oot

4. #He| %A=} (Query Optimization):

{
ORDER BY match _

date

1. EXPLAIN &4 B iy =3 (o 7] 55 =2|)0| CisH EXPLAIN BEHOE A&
5to] elElA =& O R (type: ref) 2F A7MSH= A (rows) E QoL FHE H|O|Z
HH| AZH(Full Table Scan)2 I8t QA EMMS S 38l= Z{0|Ct

2. 29 A 28 WHERE ZO| ZTE status?t match_date EEZF HESHAH QIEA
(idx_status, idx_match_date)S AFESIY X3 ds2 27|22 FAAIZLZ SQIsDt

3. EH™MM X2| (Concurrency Control Transaction)

1. ETHAMM ZAz|: oof 282 connection.beginTransaction()2 2 A|%tSH0| | O|E{H| 0| A 9]
ACID £d2 EZoICt Ol ofof abd & Ydst= Z& HYEEH M3, ofof 449, &
StLto| XY CHR(2 ME|E| =& ot}

2. H|®X 2 (Pessimistic Locking): SELECT .. FOR UPDATE T+22 Ar23%}0 xtM FE2 |
3 Al S HAE0| HYEFE ZhExclusive Lock) & Z0|, CHE ZA| EHTMMO| SASH
g ZHAL HEss AS EMMMO0| g E WIHK| XIEHSiCt Ol S5 O E
DB Z'20A 100% HX|St= 2HA 7| HO[Ct

3. 2 HFHUYZS: try..catch 22 WHOIM 2F UM Al connection.rollback()g 2=3}0] 0f
Of IFgoiM 2ot 2= #HE A0 2 &)= ATSHA F|asta HolE Fed
o slmst
2 2|53t}



seat_number = 7 FOR UPDATE",

atch_id, seat_number, total pr

available_seats - 1 WHERE id = 7",

1. EEHMM Az of0f 282 connection.beginTransaction()2 2 A|&SH0] | O|E{H| 0| A9
ACID £d88 EZoCt Ol= oof 2PE & Lt ZE SAEMA M=, ofjof 4d, &

StLto| XY CHRI2 ME|E| =& ot}

2. H|EA 2} (Pessimistic Locking): SELECT ... FOR UPDATE -2 AMESt0 ZHM 5 K|
A Al siE HZEO| HHEFE ZExclusive Lock) 2 Z0|, CtE SA| EaMM0| St
I E Z2|5tALE HE5He WS EWMMO| 2 E W7HX| XEHSICE Ol= 35 OO E
DB Z{#0ilA 100% LX|St= Sl Z7[HO[Ct

3. EWM HFHL|E: try..catch 25 LHO|A 2F =¥ A| connection.rollback()& ZZ=5}0]

Of 2PEOlM o 2E BHE Ateh(O: T2 ZA)S HHSHA FA5td Hjoje FHegd
= 2[FoHct

'_

3.4.3 G|O|E{H|O|A HL|E{& (Database Monitoring)
Cloud SQL Insights@} Cloud Monitoring= 2-8&3%10] H|O[E{H|0|AL] d& XBEE HA|ZI2
2 FHSIL Ol F=2 L A SAXH2=E O 83tct

Cloud SQL Insights & (Cloud SQL Insights Utilization)

1L 45 YAX: 99 Z2 BEZEZ JFoR FY IS #9Z FolD, Cloud
Monitoringg2 S AKX =1t Al YIS AdH-oCH FH2[ XA AlZHQuery Latency) &
AR} AEO| HEMOl Qg 0/X|22 BF 10ms, PIS(A 5%) 50ms 08 SXIZ



2. €22 #2| 23 (Slow Query Logging):

HA 1570, Fof 1

M A[ZF: HA 10ms, P95 50ms

2% FHe| 24 FHe| 2™ A|ZHo] 1= oyl HeE £2¢ He2 Fo6i, of 2aE
Cloud Loggingdl 7|S3tCt Ol= d& X3te| /oS FHt QIEA w= 2| L2XE 7|
Mot= O AH8El= dial E0|Ch

MH|A F=A ¢ http://136.110.134.8/
A2E HA 9 FH| (Load Testing Design and Preparation)

2 FolME AAHOl HYY, Mk, B

o = AC->|

ALIEZ|RE dM3| 7|settt &3] LEAA
=1

=

rot > do
> ot w@

2, UM Al2E SH g5

LHE|E 7[HIe 2 HAE
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41 23t HAE 55 9 HQ| (Testing Objectives and Scope)

411 HAE 28 H9|
= 25 HAEQ £ ZH«E C31 ZLCh

E
- REAAYUY SE AT CPU AEE Bt Al AAEAT S22 2P E =X

2 = . Egfm
Za A HYHoE2 SR elgc

. ZoUWAEA EHT 2M ol o3 AHA 7 Egmo| FSEHA LAE0 £ olA
S0l BEEX Q=X ASC

 AIAH QYA U NS B DR HBOME AP ST AZL M2, MY XY A
20| OYXOR RXEEX ZHCL

. B2 XY MY DB, HEYD, B0 AS S M5 Mo wAE & U= XF
S TORSID ¥ AN Y2 THULL

412 HAE AlLt2| &4
A MHA Egf™ Ij{HZ PHESH £8 HAE A|LU2|Q& CHSob 2L
« AlLb2|2 1: 279 HO|X| B8} HAE
el 37t 88 X 200 2™ SA0| LMAIF 2T MH|A9 K|

setc
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AlLt2|2 2: O 2l HO|X| £3} HAE

47 23| A oo WS =3 APIO| St Ct=o| 282 &3 =2| 7|
DB Select Mz2[22 H7totCt

AlLtE|2 3: E[Z1 Oof0f AlLt2|2

Mzl A oo
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Alg AMe|, EH

413 848 7|& 9| (Success Criteria)
23 HAE 48 O{f= 032 EH 7|58 SESI=AI2 TRt
o QAHA XF =HE:
A 2719 QIAEATE NS Hl = 57 O|LjOf 5747tX| AXtEs 2HEE A
o QAHA XF Ha
Egfg LA Al 20&2 O|LHOf 57 — 272 Xts Z2E A
. 3E AlZh
HH APl B SE AlIZHO| 500ms O/2HY 2.
. o2&
23 OjH @F SHEO| 5% 0T A.
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43 H38l MH MFHLZF (Load Generation Mechanism)
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5.1 Phase 1: £7| #E| & (Baseline Measurement)
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5.2 Phase 2: £5} EH[AE A|%} (Load Test Initiation)
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Y (Load Balancer Performance Analysis)
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6. AIAEl M5 &4 (System Performance Analysis)
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9. 58 "I} U E4 (Comprehensive Evaluation and Analysis)
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9.3 X M1t X|E (Quantitative Performance Metrics)
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10. 42 U &= J4M gt (Conclusion and Future Improvements)

10.1 Z2HE Q9 (Project Summary)
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11. & (Appendix)
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Load Balancer
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VPC (Virtual Private Cloud)
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Cloud NAT
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Cloud SQL
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RPS (Requests Per Second)
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P95 Latency
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Firewall Rules
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IAM (ldentity and Access Management)
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e Load Balancing

e Managed Instance Group (MIG)

¢ Cloud SQL for MySQL

« VPC, Firewall Rules, NAT

¢ Cloud Monitoring & Logging

Google Cloud Architecture Framework

* Reliability Design Principles

* Operational Excellence Best Practices

e Cost Optimization Guidelines

Web Application Load Testing Guidelines

* JMeter Official Guide

e k6 Load Testing Documentation

¢ OWASP Performance Testing Recommendations
Database Optimization References

« MySQL 8.0 Performance Tuning

e Query Optimization & Indexing Practices
Relevant Academic and Industry Whitepapers

¢ Cloud Auto-Scaling Efficiency Studies

» Distributed Systems Load Balancing Models

e Modern Ticketing Systems Challenges Analysis

11.3 T2HE HHH (Project Information)
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ZZ2ME ZH (Project Objective)
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7|2 AEH (Technology Stack)

e Frontend: HTML/CSS/JavaScript

* Backend: Node.js, Express

e Database: MySQL 8.0 (Cloud SQL)
* Infrastructure:

e Compute Engine

e Managed Instance Group

¢ Cloud Load Balancing



VPC / Subnets / Firewall Rules

Cloud NAT
Monitoring: Cloud Monitoring, Cloud Logging

DevOps Tools: Git, GitHub, Linux, SSH

7|S (Core Features)
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